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~stimizing the decision policies at the nodes of a decision tree. Al so describe
are contributions to the modelin g of communication channels with memory and the
invest

~
igation of model s of database quer y languages.

Among the papers published on the research performed under this grant , the
following two papers present substantive overviews of the research and place the
work in the perpective of other contributions in the areas discussed. Both
papers include extensive lists of references. The two papers are: Laveen N .
Kanal , +Problem—Solving Models and Search Strategies for Pattern Recognition9
IEEE Trans. on Pattern Analysis and Machine Intelli~ence, vol . 1, No. 2, p.l93—2~ L ,
April 1979; and Laveen N. Kanal, ~4 A.R.K. Sastry, ~Modeling Channels with Memor:
and their Applications to Error Control , Proc. of the IEEE, vol. 66, No. 7,
p. 724—744, July
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Research performed under this grant dur ing the period

1 Sept. 1977 to 28 Feb. 1979 can be categorized under the

fol low i ng topics :

1. Con tributions to Pattern Analysis and Classification.

1.1 New ap proaches to Search and Extract ion of Structure in

Patterns.

1.2 New Me thodology for Statist ical Classification.

• 2. Contributions to Modeling Commun i cat ion Channels wi th

Memory : Ex tensive Survey summarizing research performed

by ourselves and others on Modeling Communication Channels

w ith memory .

3. Modeling and Analysis of Data Base Systems.

3.1 Investigation of Models of Data Base Query Languages.

Summar y of Pro g ress

Some desired objectives for a structural pattern anal ysis

procedure are: 1) pattern analysis should be able to proceed

In a bidirectional data-directed and model-directed manner with

primitive extraction and structural analysis coupled; 2) the

analys is should not be restricted to a cannon ical left-right scan

of the entire data but should be non-left-right , selective , and

a 
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focus on prom inent morphs; 3) multiple and ambiguous interpre-

tations should be developed on a best— first basis , with

ambigu ity permitted in both segmentation and structural analys is.

A structural analysis paradi gm wh ich realizes the above

enumerated objectives—not satisfactorily addressed previously-

was develo ped with partial support of this grant and reported

in the PhD dissertation of Stockma n [1977]. This nondirectional

approach begins by identifying certain prominent primitive

com ponents which can be reliably extracted and then uses model-

d irected , data-confirmed search for the remaining pattern

structure.

Because of the correspondence between Context—Free

Grammars and AND /OR graphs , the new nondirectional analysis

algori thm can bw viewed either as a “problem solver ” or a parser.

When applied to game trees , the algorithm Is compet itive with

al though different from the a~8 tree pruning procedure in

efficiently producing the m inimax solution tree.

A topic left Incomplete in the above work (done under

th is grant in the preceed ing period) was the analysis of the

performance of the non -directional analysis algorithm and Its

compar ison with c~ B search for evalua tion of mini-max trees.

Dur ing the current grant period , further work was done on this

topic leading to the submission of a paper entitled “A Minimax

Algorithm Better than ca—B ?“ by G. Stockman which has been

accepted for publication In Ar tifical Intelli gence. The

• 1
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paper shows that the new algor ithm SSS* is more efficient than

a—8 in the sense that SSS* never evalua tes a node that a—B

can ignore. Moreover , for practical distributions 0f tip node

values , SSS~ can expect to do str ictly better than a~ i n terms

of avera ge number of nodes explored. In order to be more informed

than a—s , SSS~ sinks paths in parallel across the full

brea dth of the tree. The penalty for maintaining these alternat e

search pa ths is an increase in storage requirements relative to

* (Some execution time data indicates that in some cases

the tradeoff of storage for execution time may be favorable to

SSS*.) Once again , a classical tradeof f between storage space

and execu tion time has been achieved.

Addi tional analyses of the “average ” performance of

SSS* have been done during this period. It seems likely that

a hybrid SSS* - aB procedure would be worthwhile.

could be used to a certain depth to avoid SSS* storage problems ,

and then SSS* could be used effectively to save on tip evaluations.

H Alternat i vel y SSS* could be use d at the shallow level and

at dee per levels of the tree.

Under the category of new methodology for Statistical

Class ification and Modeling, research continued on the Synthesis

of Multistage Mul ticlass Classification Structures. In our

• earlier work , ordered search algorithms for S-admissibl e and —

B-adm issibles trateg ies for multiclass pattern classification

were Introduced and developed. Under the present grant, as

- ~~~~~~~~~~~~~~ -• - -r -a~~ ,
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detailed in Kulkarni and Kanal(1978), i t was shown tha t for

certain parametr ic probability func tions it is possible to derive

tight bounds on the class accessible from a given no de in the

sta te space graph representation of the classi fication tree.

The paper also shows , by exvi~ple , how admissible search of a

state—space graph for class ification improves on the usual

dec ision tree approach (in which after reaching a terminal ,

no lo gical strategy exists for reconsidering classes possible

discarded earlier).

In an M.S. thesis [A. Dandapani , 1979], we have further

inves tigated the Bayes-Admissible version of the B-admissible

Search Stra tegy and also experimented with the heuristics for

-j clustering decision rules and defining efficient decision rules

developed in our earlier research on hierarchical classifiers .

A phased approach to tree design involves procedures for

the spec i f i ca t ion  of (a) a tree skeleton or h ierarchical  ordering

or the c lass  labels , (b) a feature ass ig nment , i.e. , the choice

of feature (s )  to be measured at each non -terminal node , and

( c )  t h e  d e c i s i o n  rule to be used at each non-terminal node.

Even for reasonable s i ze  mul t is tage mu l t i c l ass  problems , a n

optima l tree design by exhaustive search of all the above three

aspects is not feasible.

Assuming that we have obtained the tree structure and

the features to be used at each node , an optimal decis ion

pol icy at each node can be obtained from a dynamic programming

________ ~~. . . : ,.. ~ ~. ... ~~. .. .~—- -—--—~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~ — -~~~~—-‘—— 
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(DP) procedure. In our earlier work under this grant , we intro- .

used the heuristic concept of an “efficient” decision rule to

enable us to reject a large number of rules pr ior to their

use in a DP procedure. Also , grou ps of decis i on rules known

to be dom inated by a given rule could be rejected through a

branch and bound technique without having to evaluate the per-

formance of each rule individuall y.

The thesis [Dandapani , 1979] and the paper [Dandapani &

Kanal , 1 979] report experimental results using leukocyte data ,

showin g respectively, (1) the improvement in classification

performance on indepent test samples , when a decision tree is

searc hed as a state space suing the B-admissible strategy and

(2) the reduction achieved in decision rules by using the

“efficient” decision strategy in desgining a decision tree

.1 class ifier. .

In the area of model i n g commun i ca ti on channels with

memeory , we bas ically wrapped up the research performed by us

on this subject under AFOSR sponsorship by writing an extensive

1 survey and commentary [Kanal & Sastry , 1 978] covering the

significant work in the field. The paper examines the work done

on channel models in the perspective of the applicability to error

control.

Work on the develo pment of a theory for doing logical

Inference on data bases was initiated during this grant period

(Jacobs an d Lavine(l978), TR699]. A formal theory for relational
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databases was developed using the theory of mod els from mathematical

logic. Cr iteria were established for determining the querying

power of query languages. We also worked on the early stages of

a project to develop a comprehensive logical model for databases

wh ich included as a special case relational , h i erarchical ,

and network da tabases. The three standard types of queries ,

log i cal quer i es , query by exam p le , and query by alge bra , were

ex tended to cover all three types of data bases and the equivalence

of the three types of query languages was proved. This area

of our research has as its goal the development of inference

techniques for probabilistic hypothesis evidence database

ne tworks .

it I

a 
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r PAPERS , REPORTS , AND PRESENTATIONS rel ated to Rese arc h
for period 1 Sept . 1977 - 28 Feb. 1979

Pa pers

Kanal , Lave en N., (1977) “Hierarchical Classifier Theory and
Interac ti ve Desig n ” , p. 301—32 2 , in P. Krishnaiah (ed.),
Application of Statistics , North Holland Publishing Co.,
Dec. 1 977.

Kana l ,Laveen . 1. (1977), “Some Current concepts and Problems in
Pattern Classification and Feature Extraction ” , Bull. m t. Stat.
Ins t. Dec . 1977 , XLVII(2), p. 464—488.

Kana l , Laveen N., (1979) “Problem Solving Models & Search
Strategies for Pattern Recognition ” , IEEE Trans. on Pa ttern
An alysis & Machine Intelligence , Vol. 1 , no. 2, pp. 193-201 ,
April 1979.

Kanal , Laveen N. an d A.R.K . Sastry(1978), “Models for Channels
w it h Memor y and th ei r Ap p l i ca ti ons to Error Con tro l ” , Proceedings
of the IEEE ,Vo l . 66, No. 7, pg. 724—744, July 1978.

Kul karn i , Ashok V., Kana l , Laveen ~t. (1978) “Admissible Search~Strategies for Paramteric and Nonparametric Hierarchical
Class ifi ers ” , Proc. of Fourth Intern. Joint Conf. on Pattern
Recognition , Nov. 1978.

Lem mer , ~ohn , F. (1977), “A return to Probabilities in Computer
Assisted Medical Diagnosis ” , in Proc Intern l .Conf. on Cy bernetics
and Society, Sept. 1977 , pp. 612-616 , IEEE Catalog No. L77CH1259—
ISMC.

Stockman , Geor ge , (1977), “Non—D irectional Structural Pattern
Recognition Using a Problem Reduction Representation ” in Proc.
Intern l. Conf. on Cybernetics and Society, Sept. 1977 , p. 601-604.
IEEE ca t. # L77CH 1259-SCMC.

Stockma n , George(1 978), “Defining and Extracting Waveform Prim-
itives for Linguistic Analysis ” in Proc. of Fourth Intern i. Joint
Conf. on Pa ttern Recognition , p601-604, Nov. 1 978.

Stookman , George(1979), “A Minimax Algorithm better than Alpha-
Beta ” , accepted for publication in a 1979 issue of Artificial
Intel l igence. 
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PAPERS , REPORTS , AND PRESENTATIONS

Re por ts

Dandapan i , Ajit (1979), Hi erarch i cal Class ifi er A pp roach to
Leukoc yte Classificatio n , Master of Science these , Submi tted
February 1979.

Dan d apan i , Ajit and Laveen Kanal (1979), “Selec ting ‘Efficient’
Dec i sion Rules i n Des ig nin g Dec i si on Tree Class ifi ers : Some
Exper i men tal Resul ts” , Re port, Lab for Pattern Analysis, Dept.
of Com p u ter Sc i ence , U. of MD , submitted for publication
April 1979.

Jaco b s, Barry, and Dav id Lavine (1978), On Com p le teness of
Da tabase Query Languages , Computer Science Tech. Rept. 699 ,
Un iv. of Maryland , Colle ge Park , Nov. 1 978.

Kana l , Laveen N. , Some Curren t Conce pts an d Pro bl ems i n Pa ttern
Cl assification and Feature Extraction , Computer Science Tech.
Rept. TR-640, Un iv. of Maryland , College Par k , April 1978.

Presentations

Kanal , Laveen N., “Research on H i erarch i cal Class i fi ers an d
Interactive Pattern Analysis ” talks presented at: Dept. of
Biomedical Engineering, Un i v. of M i ssour i , Colum bi a , October
17 , 1977 , Dept. of Computer Science , Un iv. of Nebraska , Lincoln ,
October 20, 1977 , Dept. of Electrical Engineering, Un iv. of
Southhampton , Southhampton , En gland , Novem ber 30, 1977.

Kanal , Laveen N., “S ome Current Concepts and Problems in Pattern
Class ifi ca ti on and Feature Ex trac ti on: , invited talk on December
9, 1977 at 41st meeting of the International Statistical Institut e ,
New Delh i , India.

Kana l , Laveen N., talks on research at Indian Statistical
Institute , New Delh i , dur ing December 1977.

Kana l , Lave en N., “Curren t Pattern Recognition Research relevant
to Remote Sensing ” , talk to Remote Sensing Division , Indian
Space Research Organ ization (ISRO), Ahmedabad , India, December
26 , 1977.

Kana l ,Laveen N. “Fund amentals of Pattern Classifi cation ” , talk
to beg i nnin g gradua te class , Department of Ma th an d Sta ti sti cs ,
Gujrat University , Ahmbabad , India , Deceber 27, 1977.
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Kanal , Laveen N. , “Machine Recogn it ion of Pa tterns: Po ten ti al
for Societal A pp licat i ons ” , Invited F ifth Anniversary Distinguished
lec ture , ISRO , A hm edabad , India December 27, 1977.

r Kanal , Laveen N. , “Descr iptive and Generative Models for 0-1
Processes and their Application to Communication Channels with
Memor y” , tal k to Commun i ca ti ons Divis i on , ISRO , December 28, 1977.

Kanal , Laveen N. , Lec tures on research on Interactive Systems
for Pa ttern Analys i s, Pro blem Solving and Pattern Recognition
and on Sev ere Storm Pattern Recognition ,at Indian Institute of
Sc i ence , Bangalore , Jan. 10-12 , 1978.

Kanal , Laveen N. , Talk to Indian Institute of Technology,
Madras , Januar y 1 6, 1978, on patt ern reco gn iti on research
bei ng done i n our labora tory .

Kanal , Laveen N. , Talk on pa ttern recognition research to Computer
Sc i ence Depar tmen t, Jawaharla l Nehru Un i vers ity, New Delh i ,
Januar y 20, 1978.

Kanal Laveen N. , “Pro blem Solving Search Models for Pattern
Recogn iti on ” , pa per presented to the IEEE Computer Society
Con ference on Pa ttern Reco gn iti on and Mac hi ne In tell i g ence ” ,
Pr i nce ton , April 13 , 197 8.

Kanal , Laveen N. , Lec tures on Problem Solving and Pattern
Reco gn it ion , Vrije Universiteit , Ams terdam , May 10 , 17 , 24 ,
1978; continuation lecture at Deift Institute of Technology ,
June 1 , 1 978. These lectures were attended by 30-35 students
and faculty representing various universities and institutes
in Holland.

Ka nal , Laveen N., Invited talk “Pitfalls in Applying Pattern
Recogn iti on Techn i ques i n Prac ti ce ” , spec i al sym pos i um Amer i can
Chemical Society , Nor th eas tern Mee ti ng Bosto n , Mass. , June 27, 1978.

Kanal , Laveen N. , “On the Design and Evaluation of Medical
D iagnosis Models ” , invited presentation at special symposium ,
Intern. Con f. on Cybernetics & Soc., Tokyo , Nov. , 1978.

Kanal , Laveen N. , Adm iss b le Search Strategies for Parametric
and Nonparametr ic Hierarchical Classifiers, ” p resented at Four th
IJCPR , Kyoto , Nov. , 1978.
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